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to develop and manage

w Buildnetworkedsystemghat mimic the energy
proportionality of biological systems

Microsoft s
. _.....
Researc h R
-:.:e r‘ : European Research Council
. _'.-.-  ®
- ! ""' nnnnnnn for top researchers
y from anywhere in the world

SWISS NATIONAL SCIENCE FOUNDATION IBM ResearCh



N emigpg rEIm;ergy amazoncom

f e ————
20% of total server pm— ;
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| (3TWh inUS in 2006)
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Tens of TWh/year by\
2015 for broadband
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telcos(Telefonica 4.5 TWh,
LVerizon 9.9 TWh)
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Causes of networking energy consumptior

A Network redundancy
I Achieving high availability
A Bandwidthoverprovisioning
I Tolerate traffic variations (address lack(@d3
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Power (% of peak)
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Networking energy outlook

A More demands will result in further increases
I Video streaming, Cloud computing

A CMOSeachinga plateau in powegfficiency

I Cooling costs of new equipment will increase
A1l MW for latest Cisco platfornGRSL

A Power is not limitless
I 60 Amps per rack

Rate oftraffic increase> rate in which underlying
technologies improve their energy efficiency
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Reduced or no cooling

T —

The equinment vard at the Google data center in Belgivm features no chilfers. (Photo
from Googla)
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Goal:EnergyProportional Networked System
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Power (% of peak)

Make all devices energyroportional?
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Network-wide energyproportionality

772 717z Sleeping saves energy

Dynamicallymatch
resourcedo the demand
A make thenetwork
energyproportional
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Power (% of peak)

A simple optimization problem?
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Overview

~

.

— RESPONSe
Energy consumption,
Pow_er delivery/ DATACENTER
Cooling problems NETWORK
CORE Datacenter
NETWORK /
BH

s 7
ACCESS
NETWORK

EXxcessive energ

|

- consumption

16



Access dominates energy consumpt

Backbone/ \\
Metro/ | 20-30% 7080%) ACCES
Transport \/
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A typical DSL access network
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