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Our Mission 
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ωMake distributed systems more reliable and easier 
to develop and manage 

 

ωBuild networked systems that mimic the energy-
proportionality of biological systems 



Energy in ICT 
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ACCESS 
NETWORK 

CORE 
NETWORK 

Datacenter 

DATACENTER 
NETWORK 

20% of total server 
energy consumption 
(3 TWh in US in 2006) 

Tens of TWh/year by 
2015 for broadband 
equipment 

Networking Energy 

Several TWh/year for major 
telcos (Telefonica 4.5 TWh, 
Verizon 9.9 TWh) 

Several TWh/year for major 
telcos (Telefonica 4.5 TWh, 
Verizon 9.9 TWh) 



Causes of networking energy consumption 

ÅNetwork redundancy 

ïAchieving high availability 

ÅBandwidth overprovisioning 

ïTolerate traffic variations (address lack of QoS) 
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[SWITCH] 



Typical 
utilization 

levels 

Energy-(un)proportionality 
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Existing networking hardware 

Core Router 

Home gateway 



Networking energy outlook 

ÅMore demands will result in further increases 
ïVideo streaming, Cloud computing 

ÅCMOS reaching a plateau in power-efficiency  

ïCooling costs of new equipment will increase 

Å1 MW for latest Cisco platform, CRS-1 

ÅPower is not limitless 

ï60 Amps per rack 
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Rate of traffic increase > rate in which underlying 
technologies improve their energy efficiency 



5ŀǘŀŎŜƴǘŜǊ ƴŜǘǿƻǊƪ όȅŜǎǘŜǊŘŀȅΩǎ ǘǊŜŜύ 
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5ŀǘŀŎŜƴǘŜǊ ƴŜǘǿƻǊƪ όǘƻŘŀȅΩǎ Ŧŀǘ ǘǊŜŜύ 
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Reduced or no cooling 
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ACCESS 
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¢ƘǊŜŀǘǎ ǘƻ LƴǘŜǊƴŜǘΩǎ ƎǊƻǿǘƘ 

Power deliver/ 
Cooling problems 
Energy consumption, 
Power delivery/ 
Cooling problems 

Excessive energy 
consumption 



Goal: Energy-Proportional Networked Systems 
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Make all devices energy-proportional? 
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Χ ōǳǘ it is hard: 
ÅCMOS energy-efficiency limits 
ÅPerformance penalties 
ÅAlways-on components 
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άIƛƎƘƭȅ ŜŦŦƛŎƛŜƴǘέ DƻƻƎƭŜ ǎŜǊǾŜǊΥ 
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Dynamically match 
resources to the demand 
Ą  make the network 
energy-proportional 

Sleeping saves energy 

Network-wide energy-proportionality 
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Computational intensity 

Maintaining SLOs 
Avoiding oscillations 

Ease of deployment 

Responsiveness to traffic variations 

A simple optimization problem? 



BH2 

REsPoNse 
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Overview 

Power deliver/ 
Cooling problems 
Energy consumption, 
Power delivery/ 
Cooling problems 

Excessive energy 
consumption 



Access dominates energy consumption 

20-30% 70-80% ACCESS 
Backbone/ 
Metro/  
Transport 
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A typical DSL access network 

CORE METRO 

Gateway 
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USER PART ISP PART 
ACCESS 


